
Intention End-to-end training of automated speech recognition (ASR) Faster training on consumer-grade resources 

Problem massive data and compute resources required Requiring less training data to achieve the same accuracy 

Solution transfer learning based on model adaptation Lowering cost of training ASR models in other languages 
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Transfer Learning for Speech Recognition on a Budget 

Training on English corpora Model adaptation for German 

How do weights change? 

lots of labeled data 

needed, but only 

available in English 

 

dataset: 1000h 

LibriSpeech Corpus 

 

Architecture: 

• convolutional 

• based on 

Wav2Letter 

• using CTC loss 

function 

• simple compared 

to DeepSpeech 

• low resource 

footprint 

 

language model 

KenLM to reduce 

spelling mistakes 

 

reduced amount of non-English training data while achieving competitive accuracy 

dataset: 383h Bavarian Archive for Speech Signals & Radeck-Arneth et al. ‘15 

 

Some very high WERs are  
due to heavy German dialect that is  
particularly problematic with numbers. 

freezing 0 layers performs best 
freezing reduces required GPU memory 
(k=0: >10.4 GB, k=8: <5.5 GB) 

only little improvement when using more 
than 100 hours of German speech data 

• small adaptations to network weights are sufficient for good performance 
• outer layers need smaller changes than inner layers 

Does freezing layers help? 

expected: “sechsundneunzig” 

predicted: “sechs un nmeunsche” 

LER 47%, WER 300%, loss: 43.15 

plosives  
like t or k  

falling pitch  
in vowels 

rising pitch 

end of a sibilant  
like  s 

Julius Kunze, Louis Kirsch, Ilia Kurenkov, Andreas Krug, Jens Johannsmeier, Sebastian Stober 

Shorter training times? 

How much data is needed? 

What are the filters detecting? 

reduced training time  
for achieving the same loss  

Which problems occur? 

Simple convolutional 
architecture based on 
Wav2Letter with a low 
resource footprint 
 
simpler model compared 
to DeepSpeech (CNN 
instead of RNN) 
 
CTC loss function maps the 
output of the network to 
labels 
 

contact juliuskunze@gmail.com, mail@louiskirsch.com, 
{kurenkov,ankrug,johannsmeier,sstober}@uni-potsdam.de 

source code github.com/transfer-learning-asr/transfer-learning-asr 

website www.uni-potsdam.de/mlcog 
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